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Introduction 

The expert system which is a branch of artificial 

intelligence, was defined first time by Prof Edward 

Feigenbaum who has assumed to be pioneer in this 

subject, as “an intelligent computer program that uses 

knowledge and inference procedures to solve 

problems that are difficult enough to require 

significant human expertise for the solution” (1- 3). 

Although the first examples of expert systems 

packaged softwares appeared in the middle of 1960s 

such as Dendral (1965), Hearsay (1971), etc, in fact 

the works on this subject started with the study 

in ”post production rules” by McCulloch and Pitts in 

early 1940s (1, 3). 

On the other hand, the use of computers in medical 

decision making began in the early 1960s’ with the 

implementation of programs focusing on the diagnosis 

part of the consultation.  One of the first packages in 

medicine was MYCIN, developed by Dr. Edward H. 

Shortliffe in early 1970s.  Since then, medical 

application areas of expert systems have been 

broadened covering most of its areas, especially the  

 
use of reasoning process in decision making with the 

self-learning ability has improved the reliability and 

accuracy of the programs such as   expert systems for 

general practice or diabetes mellitus or hematology or 

prescription or schizophrenic disorders or eye diseases 

or endocrine disorders or laboratory medicine so on 

(4- 20) 

In medicine, the reasoning process consists of four 

major components.  These are : cue acquisition, 

hypothesis generation, cue interpretation, and 

hypothesis evaluation.  The cue acquisition includes 

patients’ history (symptoms, present and past medical 

history), clinical and laboratory data (findings) or 

psychological tests.  The hypothesis generation is 

probable alternative hypotheses which are retrieved 

from the physician’s memory.  The cue interpretation 

is the component in which the data are considered in 

view of their contribution to the alternative 

hypotheses.  Hypothesis evaluation is the main stage 

of reasoning process, in which the data are weighted 

and combined to determine until one of the diagnostic 

hypotheses already generated can be confirmed.   

Abstract 

Objective: Our aim is to develop a medical expert system for pulmonary diseases providing practitioners and 

medical students with the advantages of improving their ability, minimizing the error and cost in diagnosing 

and developing their medical knowledge.  

Material and Methods: CLIPS  has been chosen as a programming environment for this study. A respiratory 

disease binary decision tree which helps us to create the system database which includes twenty-eight diseases 

is formed for the inference engine of this program.  

Results: The evaluation of this program is based on hundred and eighty-nine patients’ data each is classified 

into three data types. These are patient’s history and physical findings, radiological data and laboratory data. 

The combination of them shapes four different data sets for each patient. The diagnosing result for each data set 

of each patient is compared with diagnosing of gold standards. If both results indicates the same disease this 

operation of the program is assumed as “accurate”, otherwise as “error”. These operations for the considered 

each data set are repeated for all patients’ data. The total number of accurate diagnosis is divided by the number 

of all patients and these accuracy rates are respectively 64.02%, 71.43%, 82.54% and 96.83%. 

Conclusion: We can conclude that the accuracy of the system is enhanced with the increasing total number and 

type of data for each patient. Finally, further improvement on the performance and accuracy of the system may 

be obtained by designing the program with the self-learning ability. 
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If not, the problem must be recycled, new hypotheses 

should be generated and additional data should be 

collected until the verification is achieved (1, 21- 23). 

In general, an expert system should have the 

characteristics of high performance, sufficient and 

quick response time, reliability, comprehensibility and 

flexibility.  Although these systems in medicine have 

some limitations such as communicating difficulties 

with patients, differences in evaluation of patients’ 

data and its acceptability by physicians and patients, 

they have undeniable advantages of minimizing the 

cost, having accessible permanent knowledge, 

improving reliability and accuracy of diagnoses, 

minimizing human errors and solving complex 

problems in medicine efficiently (18, 20, 23- 25).  

The aim of this work is to develop a medical expert 

system for pulmonary diseases providing practitioners 

and medical students with the advantages of 

developing their ability, minimizing the error and cost 

in diagnosing and broadening their medical 

knowledge.  

 

Materials and Methods 

An expert system generally consists of user interface, 

explanation facility, working memory, inference 

engine, agenda, knowledge acquisition facility and 

knowledge base.  As the meaning of user interface 

indicates that its function is to maintain 

communication between the user and the system.  The 

explanation facility provides the user the necessary 

knowledge to understand and the ability to monitor the 

system’s operation.  The working memory is a 

collected database consisting of facts used by the 

system to decide which of the rules is able to be 

executed.  The inference engine is said to be the brain 

of the expert system that reasons and determines 

which rules are satisfied by the facts and gives the 

priority to the satisfied one to be executed.  The 

agenda is a list of satisfied rules produced by the 

inference engine for execution.  The knowledge 

acquisition facility is an optional part of the expert 

system that provides ability for self-learning and 

capability for the user to enter knowledge into the 

system without coding.  The knowledge base is the 

store for the factual and heuristic knowledge.  The 

factual knowledge is the knowledge obtained from the 

human experts and the literature.  On the other hand, 

the heuristic knowledge is mostly individualistic 

judgmental knowledge which is based on wide 

experience, good practice, proper judgment, smart 

guessing etc (1, 3).  

In the knowledge base the knowledge is not just 

stored, it is also represented by means of formalization 

and organization.  Although in practice there are 

several types of representation techniques, the most 

common technique is the production rule which 

comprises IF and THEN parts.  Since the IF part lists a 

set of conditions in some logical combinations and in 

the THEN part its problem solving action is taken, 

these two parts also called a condition and an action.  

In expert systems, if the knowledge is represented as a 

series (chaining) of production rules, they are called 

rule-based expert system (3).  

In a rule-based system, if the facts satisfy the IF part 

of the rules the inference engine generates the priority 

list.  In this sort of inferencing, two general problem-

solving methods are widely preferred.  These are 

forward chaining and backward chaining.  In the 

forward chaining, the chaining starts from a set of 

conditions (inputs) and moves toward some 

conclusion whereas in the backward chaining the 

conclusion (outputs) is known but a path to conclusion 

is not known, therefore the backward reasoning is 

needed.  

In order to obtain a favorable outcome at the final 

stage of an expert system, the choice of suitable 

programming language is very important.  Since the 

CLIPS (C Language Integrated Production System) 

originally created for the construction of the rule-

based (and/or object-based) expert systems in 1985 at 

NASA and is still one of the easily available 

programming environment widely used in governal 

and public applications, it is one of program languages 

used in developing medical expert systems. Although 

the CLIPS limited to use the forward chaining 

problem solving method only, its use provides the 

designer following advantages: high portability, low 

cost, easy integration with external systems, 

extensibility, interactive development, validation and 

availability of full documentation. So,   CLIPS is 

preferred as the programming language in this study 

as well.  (3, 14-16, 19, 26). 

As mentioned earlier, since the objective of this study 

is to develop a rule-based expert system for diagnosis 

of any disease related to the human respiratory system 

and the answers in inferencing in this problem are 

binary (yes and no), therefore it should be started with 

creating the knowledge base using a disease decision 

tree which may be easily constructed and translated 

into the production rules.  Since the disease decision 

tree which we have created for this work is so large, 

its only small and translated part are given in Figure  1 

and Figure 2, respectively.   

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: An example of disease tree. 
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The final nodes of the decision tree will give the 

below one of twenty-eight diseases and two 

statements which are elicited from the expert working 

in the university on respiratory diseases, medical 

reference books and the articles (27- 33).  The 

diseases considered in this study are upper respiratory 

viral infection, sinusitis, atypical pneumonia, typical 

bacterial pneumonia, tuberculosis, lung abscess, 

foreign body bronchi, bronchial asthma, chronic 

obstructive pulmonary disease - emphysema, chronic 

obstructive pulmonary disease – chronic bronchitis, 

bronchiectasis, cystic fibrosis, pulmonary embolism, 

pneumothorax, interstitial lung disease, bronchial 

adenoma, bronchial carcinoma, bronchorrea, postnasal 

drip syndrome, gastro-esophageal reflux, constructive 

pericarditis, congestive heart failure, right ventricular 

heart failure, pulmonary hypertension, cardiac 

tamponade, angina pectoris, acute myocardial 

infarction and Reynaud disease, and the statements 

which are grouped under the name of “other causes” 

advise the patients for whom not generated diagnosis 

by the system, to go to “a pneumologist” or “a 

cardiologist”.  The list of diseases and statements are 

represented as the production rules and facts in the 

knowledge base where the patient knowledge 

regarding the current statue of the patient is 

represented by facts only which form the working 

memory.  

Meantime, the priority list is produced on the agenda 

by the inference engine.  

As an example for this work, the diagnosis operation 

steps of one of the patients are given in Figure 3. 

Results 

As we have not mentioned yet, an important issue of 

the medical expert system is how to evaluate it.   

Figure 3: An example of operation of this program  

 

 

.Wyatt who is assumed to be a pioneer on this subject 

suggested three fundamental measures; structure, 

performance and impact.  The structure means that the 

construction of the system which required quality 

depends on the machine-readable store of right 

knowledge represented appropriately.  The accuracy 

of system’s output will also be dependent on number 

of right knowledge.  The performance exhibits the 

degree of satisfaction in system’s operation by means 

of observing the systems’ speed, accuracy, etc.  In 

general, in order to compare the results of the 

diagnoses generated by the system with experts’ 

diagnosis which assumed to be as a gold standard, 

tables and/or graphical illustrations may be used.  The 

impact is the influence of the system on the accuracy 

of the physician’s diagnosis, ie the practioners who 

use the systems like this get better performance in 

obtaining accurate diagnoses (13, 24, 34). 

 

Patient’s characteristics 

This rule-based expert system program has been 

evaluated using patients’ data obtained from the 

archive of Internal Medicine Department, Cerrahpasha 

Medical Faculty, Istanbul University, Turkey.  For this 

evaluation of LUNG-EX-PRO, the data for 189 

patients, 69 of which were female have been used.  

The distribution of 189 patients’ diagnoses with 

respect to respiratory system diseases is shown in 

Table 1 as the first column.  During this diagnosing 

process, the expert physicians have used the data for 

each patient includes the patients’ history (symptoms, 

and present and past medical history) and physical 

findings, radiological and laboratory data.  

 

 

 

Figure 2: An example of representation by facts and rules . 
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Results 

In this study, these expert physicians’ diagnosis results 

are adopted as gold standards (see the first column of 

Table 1) which mean that they are taken as absolute 

accurate references to verify the correctness of the 

diagnosis generated by this program.  

 

In order to evaluate this expert system with the 

hundred and eighty nine patients data, each patient’s 

data is classified into three sub-data such as patient’s 

history and physical findings, radiological data and 

laboratory data.  The combination of these three sub-

data forms four different data sets for each patient.  

These data sets are  

1. First data set: Patient’s history and physical 

findings (Basic data), 

2. Second data set: Basic data with radiological data, 

 

 

 
 

3. Third data set: Basic data with laboratory data,  

4. Fourth data set: Basic data with radiological and 

laboratory data. 

 

The distribution of diagnosing results generated by the 

system for each data set is listed in Table 1 together 

with the list of gold standards.  The difference 

between the diagnosis numbers for each disease 

indicates the number of misdiagnosed patients, ie the 

number of error for the considered disease.  So, the 

summation of errors for whole diseases will give us 

two times the number of diagnosing errors occurred 

during the diagnosis operation for considered data set.  

The errors happened in these operations are given in 

the Table 1 as well.  These comparisons with gold 

standards one by one are illustrated in Figure 4a-d. 

 

Table 1: Distribution of results for four data sets and gold standards with respect to lung diseases 

 

 Diagnoses of Program’s diagnoses  for four  data sets 

Diseases gold standarts  First data 

 set 

Second data 

 set 

Third data 

 set 

Fourth data 

 set 

Pulmonary embolism 1 0 0 0 1 

Pulmonary 

hypertension 1 0 0 0 1 

COPD (Emphysema) 29 27 27 29 29 

COPD (Chronic 

bronchitis) 38 38 38 38 38 

Bronchial asthma 26 29 29 27 27 

Bronchiectasis 6 5 5 5 5 

Upper respiratory 

tract infection 1 0 1 0 1 

Sinusitis 0 1 0 1 0 

Typical bacterial 

pneumonia 22 33 33 33 22 

Atypical pneumonia 11 0 0 0 11 

Lung abscess 1 0 1 0 1 

Tuberculosis 34 1 1 35 35 

Interstitial lung 

disease 2 1 1 1 1 

Sarcoidosis 2 0 0 0 0 

Lung cancer 13 0 12 0 12 

Bronchial adenoma 0 31 18 13 0 

Bronchorrhea 0 16 16 0 0 

Cardiac failure 1 3 3 3 3 

Pericardial effusion 1 0 0 0 0 

Other causes 

(pneumolog) 0 3 3 3 2 

Other causes 

(cardiolog) 0 1 1 1 0 

The number of 

diagnosing errors 

with respect to the 

gold standart - 68 54 33 6 



Bursuk et al.                                                                                                        http://dx.doi.org/10.17546/msd.64430 

346 
Medical Science and Discovery, 2016; 3(11):342-9 

0

5

10

15

20

25

30

35

40

45

P
u

lm
o

n
ar

y
 e

m
b

o
li

sm

C
O

P
D

 (
E

m
p
h

y
se

m
a)

B
ro

n
ch

ia
l 

as
th

m
a

U
p

p
er

 r
es

p
ir

at
o

ry
 t

ra
ct

 i
n

fe
ct

io
n

T
y

p
ic

al
 b

ac
te

ri
al

 p
n

eu
m

o
n
ia

L
u

n
g

 a
b
sc

es
s

In
te

rs
ti

ti
al

 l
u
n

g
 d

is
ea

se

L
u

n
g

 c
an

ce
r

B
ro

n
ch

o
rr

h
ea

P
er

ic
ar

d
ia

l 
ef

fu
si

o
n

O
th

er
 c

au
se

s 
(c

ar
d

io
lo

g
)

(N
u
m

b
er

 o
f 

p
at

ie
n
ts

) 

Diagnoses of gold standarts Program' diagnosis with the first data set

0

5

10

15

20

25

30

35

40

45

P
u

lm
o

n
ar

y
 e

m
b

o
li

sm

C
O

P
D

 (
E

m
p
h

y
se

m
a)

B
ro

n
ch

ia
l 

as
th

m
a

U
p

p
er

 r
es

p
ir

at
o

ry
 t

ra
ct

 i
n

fe
ct

io
n

T
y

p
ic

al
 b

ac
te

ri
al

 p
n

eu
m

o
n
ia

L
u

n
g

 a
b
sc

es
s

In
te

rs
ti

ti
al

 l
u
n

g
 d

is
ea

se

L
u

n
g

 c
an

ce
r

B
ro

n
ch

o
rr

h
ea

P
er

ic
ar

d
ia

l 
ef

fu
si

o
n

O
th

er
 c

au
se

s 
(c

ar
d

io
lo

g
)

(N
u
m

b
er

 o
f 

p
at

ie
n
ts

) 

Diagnoses of gold standarts Program' diagnosis with the second data set

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4a: Comparison of the gold standards and system’ results with the first data set.  

 

Figure 4b: Comparison of the gold standards and system’ results with the second data set.  
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Figure 4c: Comparison of the gold standards and system’ results with the third data set.  

 

Figure 4d: Comparison of the gold standards and system’ results with the fourth data set.  
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Using these number of errors, percentage of accuracy 

may be easily calculated for each data set as shown in 

Figure 5.  

 

 
 

Figure 5: Accuracy rates of four data sets 

 

Discussion 

The aspects of the evaluation process explained in the 

earlier section, corresponds to two of three 

fundamental measures suggested by Wyatt.  These are 

structure and performance which means accuracy and 

reliability in the data and the satisfaction and the 

accuracy in system operation.  Looking into this study 

from this point, we can concluded followings :  

The accuracy rates of diagnosis results for four data 

sets are 64.02%, 71.43%, 82.54% and 96.83%, 

respectively as shown in the Table 2.   

The close examination of the data contents used for 

the first data set indicates that the data is subjective, 

but fundamental since without considering it in system 

operation diagnosing output cannot be obtained.  The 

accuracy of this type of data is related to mostly 

patients’ intellectual ability and cultural level.  For 

this basic data set, this system provides diagnosis 

outputs with 64.02% accuracy (68 errors) for 189 

patients.  Adding radiological findings to the 

fundamental data, the accuracy of the system rises to 

71.43% (error decreases 54) enhancing the system 

performance more than 7%.  If the laboratory findings 

are used as the additional data, the accuracy of outputs 

rises to 82.54% (error decreases 33) providing more 

than 18% enhancement.  On the other hand, when we 

run the system with both additional data together, the 

accuracy jumps to 96.83% (error decreases 6) 

enhancing the system performance more than 33% 

which is higher than the summation of enhancement 

of the both cases . 

Conclusion 

We can conclude that the accuracy of the system is 

enhanced with the increasing total amount of data for 

each patient.  Especially additional objective and 

reliable data provides much better accuracy for the 

output of system as expected.   

Finally, further improvement on the performance and 

accuracy of the system may be obtained by designing 

the program with the self-learning ability. 

Moreover, the use of this kind of systems should be 

approved both by the patient and the physician.  
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